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Abstract— In this paper, a child caring robot is developed for
detecting some dangerous behavior performed by child in the
domestic environment based on the human action recognition
and object recognition technologies. A human behavior is an
interactive process between human and objects. Therefore,
three factors need to be considered: the engaged objects,
human actions and the relationship between human and the
engaged objects. In our application scenario, a correlative filter
is proposed to improve the stability of the object recognition
with human interference. For the human action recognition, a
new motion encoding method by using the Euclidean distant
matrix (EDM) between joints is introduced and a convolutional
neural network is utilized. Evaluation on the Northwester-
UCLA dataset verified the effectiveness of this method when
action categories are small. The proposed action recognition
method is simple and efficient, which is crucial for online
behavior detection. Extensive experiments in the real physical
world for detecting the behavior of eating allergic fruit and
touching/playing with electrical socket have achieved good
performance.

I. INTRODUCTION

With the development of robotics technology, robots have

started to enter people’s daily life and coexist with ordinary

people other than professionals. Among them, service robot

or intelligent system, which has been used in the business

environment serving as a guide or the home environment

serving as a companion for the elders or children, has

attracted a lot of attention. And people are expecting more

and more from them. For example, considering the aging

society, people would like to develop an elderly caring robot

to help take care of the elders. In this task, the robot may

need to recognize and track a certain elder, understand his or

her language, as well as to understand the gestures, actions or

behavior in case the sound is too small and vague. However,

understanding human behavior is an under-explored task.

A behavior, which is a dynamic process of the interaction

between objects and human, is consist of the engaged ob-

jects, human actions, the semantic relationship between the

engaged objects and human. Complex spatiotemporal infor-

mation needs to be considered in such a process. Attribute

to the development of deep learning technologies, object

recognition and detection have achieved great progress and

have high accuracy in real world applications. However, the

recognition of human action is still an unsolved problem.
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Fig. 1. The child caring robot (left) and our home environment lab (right)

Human action recognition has been researched for decades

and many previous works were concentrate on finding a

proper way to represent the human action from the RGB

images or depth data. However, these data always has a

big change of presentation in the images when observed

from different viewpoints. Thereby, human action recog-

nition based on the skeleton data attracts more and more

efforts. Skeleton data can explicitly describe the human body

structure and the variation of human pose. As Johansson [1]

who spent decades on exploring the problem of how human

eyes tracking moving objects mentioned, the skeleton with

constant bone lengths is one of the most effective ways to

represent human motions.

To represent human action, two kinds of information need

to be considered, the spatial structure of the human body and

the variation of the body structure along with time. In the

past, researchers used the coordinates of joints in each frame

as a feature of human action and concatenated them into a

vector. However, such a feature is highly dimensioned and

suspicious to the viewpoints. Later, people started to use the

displacement of joints [2], [3], [4], [5], which can be calcu-

lated between different joints within one frame or between

the same joints located in the different frames. The former

displacement of joints contains the spatial information and

the latter displacement contains the temporal information.

But concatenating the displacements into a one-dimensional

vector is still not the best way to represent the human action

as the spatial-temporal information is not well structured and

represented.

Recently, deep learning method has been proved to be

effective in many areas, especially in image recognition.

Therefore, some researchers [6], [7], [8], [9], [10], [11],

[12], [13], [14] introduced deep learning method into action

recognition. Among these methods, methods based on the

convolutional neural network [6], [7], [12], [13] reported bet-

ter performance. These methods visualize human action with

images and transfer the problem of human action recognition
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Fig. 2. The Kinect skeleton model

into a problem of image classification. Motion visualization

is a technique to encode motion features as some visible

graphics, such as 2D color images or gray images. In these

images, the motion features within a frame are encoded into

a column or row and another axis of the encoded image

is the time or frame axis. Motion visualization method is

able to make use of the good performance of CNNs in

image recognition. However, as the features in each frame are

concatenated into a row or column, this method is strong in

representing the temporal variation but the special structure

information of the human body can hardly be utilized. Thus,

how to balance the spatial structure information and temporal

variation to generate a more descriptive motion image is still

underexplored.

In this paper, we developed a child caring robot to explore

the problem of human behavior detection based on the hu-

man action recognition and object recognition technologies.

This robot is used for detecting some dangerous behavior

performed by child in the domestic environment. A new mo-

tion encoding method is introduced by using the Euclidean

distant matrix (EDM). Evaluation on Northwester-UCLA

dataset verified the effectiveness of this method when action

categories are small. The proposed method is simple and

efficient, which is important for online behavior detection.

Extensive experiments in the real physical world for detect-

ing the behavior of eating allergic fruit and touching/playing

with electrical socket achieved good performance.

II. OVERVIEW OF THE CHILD CARING ROBOT SYSTEM

Our child caring robot mainly consists of three parts:

a wheeled mobile base, a 3D sensor for observing and a

computation unit for information processing and decision

making, as shown in Fig. 1. The 3D sensor we used is Kinect

which can provide the RGB data, the depth data and the

skeleton data for our system. These data will then be used

by computation unit for target tracking, object recognition,

human action recognition and dangerous behavior judging.

Based on the information of sensor, the system has to decide

whether the target person is tracked and whether a dangerous

behavior is happening. If a dangerous behavior is detected,

the robot will give an alarm to inform the parents or other

supervisors.

Fig. 3. The Leader-Follower strategy for human tracking

A. Human tracking strategy

To guarantee the robot located at a proper observing

position, the robot has to track the position of the target child

and keep an appropriate distance with the child considering

the safety issue and the effective working distance of 3D

sensor. Our tracking strategy is to keep the target locates in

the middle of the field of view (FoV) and within a distance

range.The position of joint SpineBase, as shown in Fig. 2, is

utilized as the 3D position of human body for target tracking.

We assume that the target person will not leave the ground.

Thus, only the position in the horizontal plane need to be

considered. As the effective working distance of Kinect is

about 1m ∼ 3.5m, the distance between our robot and the

target child is selected to be 2m ∼ 2.5m. If the child moves

too fast and the robot lost tracking of the child, the robot

will keep rotating itself in the same place until the child was

found again. Once the child is observed, we adopt a Leader-

Follower strategy as [15] to track the child. The control

strategy is shown in Fig. 3.

B. Computation unit

The working principle of the computation unit is shown

in Fig. 4. From the 3D sensor, three data streams are

obtained, the RGB stream, the depth stream, and the skeleton

stream. The RGB image is used for recognition of the target

person and some dangerous objects, such as the allergic

fruit for the child and electrical sockets. By mapping the

recognized object from the RGB image to the depth image,

the 3D position of an object can be calculated from the

corresponding point cloud. The position of the human body

can be obtained from the skeleton data. If a person is the

target person and the 3D position of the person is known, our

robot can track the target person based on the aforementioned

moving strategy. On another aspect, the skeleton data is

also used to extract the motion features of the human body.

These features will be encoded into visible images for action

recognition. Based on the results of action and the object

recognition, the dangerous behavior performed by the child

can be detected.
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Fig. 4. The working principle of the computation unit which is used to analyze the input data obtained from the 3D sensor and make decisions

III. DANGEROUS OBJECTS DETECTION

In object detection module, we utilized YOLONet2 [16]

network structure which has an advantage in the processing

speed. This network has 19 full convolution layers and

uses the global average pooling layer for prediction. Batch

normalization is utilized to speed up the convergence rate.

As our training data is limited, we applied a series of

methods, such as random cropping and color shifting to

expand the training samples. As the original network is

designed for classification, the fully connected layers and

the last convolution layer is removed when doing object

detection. Three 3× 3 convolutional layers with 1024 filters

each followed by a final 1× 1 convolutional layer with 125

output channels are added.

However, there are two challenges in our application

scenario. Taking the detection of electrical sockets as an

example, most of the time, the electrical socket appears

very small in the image, as shown in Fig. 5. If we use the

whole image as input, the sockets can hardly be detected.

Another challenge is the occlusion caused by the human

interference. Occlusion will result in two kinds of failure

cases of dangerous behavior detection. One case is missing

of sockets when they are completely occluded by the human

body. In this case, behavior of touching or playing with

socket cannot be detected. The second case is the wrong

calculation of the socket’s position when they are partially

occluded by the human body. For example, in the right image

of Fig. 5, the socket in the black box is partially occluded

by a human leg. If we map the region of the socket in the

RGB image to the depth image, the corresponding region

in the depth image will contain both points of the leg and

the socket, which causes the calculated position of the socket

locates near the leg rather than the wall far behind the human

body. In this case, error detection of behavior may happen.

To solve the challenge of small resolution of sockets in the

whole image mentioned above, we split the original image

into four small sub-images with 1/5 overlap. The socket

detection algorithm is implemented parallelly in each of the

sub-image and non-maximal suppression is used to deal with

redundant detection bounding boxes. As for the detection of

objects occluded by the human body, we propose to use a

Fig. 5. The electrical socket presented in our image

correlative filter to predict and track the position of occluded

objects. If the detected image patch has high similarity with

the template patch but the position is different, then the

detected object is treated as a moving object. If the similarity

between the target image patch and the template patch is

low and the position varies a lot, the object is occluded and

the position recorded before the occlusion happens will be

used. Otherwise, the object can be detected as in the static

environment. The template patches are selected as all the

bounding box regions of detected objects and will be updated

every 2 seconds in our application.

IV. HUMAN ACTION RECOGNITION

In this part, we will introduce a skeleton-based human

action recognition method based on motion visualization

technology and the convolutional neural network (CNN).

With the success that CNN has achieved in the image

recognition and classification, researchers are thinking about

whether the advantages of CNN can be utilized for human

action recognition. Motion visualization, which encodes the

motion features of human body into images, is one of those

explores that have been proved to be effective. Therefore,

the problem of human action recognition is transformed into

a problem of image classification. The key issue here is to

decide what features to encode and how to encode these

features into an image. Most of the current visualization

method cannot represent the special structure information of

the human body. According to our research experience on

this topic, the structure information is much more important

than the dynamic variation of joint. Hence, we proposed

to use the EDM matrix which defined as a matrix of the
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Fig. 6. The proposed approach to encode a human action into a color
EDM image

pairwise Euclidean distances between joints as denoted in

(1), where λ is used to normalize the distance value within

the range [0, 1]. pi and pj is the position of joint i and j. N is

the total number of considered joints. EDM has been widely

used in many areas, such as modal analysis and structure

representation. In [17], a method of recovering the 3D human

pose from a single RGB image is proposed based on the

joint EDMs. It has been verified that richer information about

pairwise correlations between body joints can be captured by

the EDM. More importantly, it is coordinate-free, invariant

to rotation, translation, and reflection.

EDM i,j∈N (i, j) =
1

λ
‖pi − pj‖2 (1)

An EDM can be converted into a gray image by using the

equation I(i, j) = 255EDM(i, j), where I(i, j) is the value

of pixel (i, j) in the encoded image I. In this way, the human

pose in each frame can be encoded into an EDM image and

an action sample corresponding to a series of EDM images.

However, the CNN can only input an image once a time and a

single EDM contains no temporal information. Thus, we split

the EDM images into three parts, as shown in Fig. 6. The first

a few frames are selected to calculate the initial EDM which

is an average result of the selected frames. So is the ending

EDM which is calculated by using the last several frames in

an action sequence. The remain frames are averaged together

to generate the average EDM. The obtained 3 kinds of EDMs

corresponding to the initial pose, the average pose and the

ending pose of an action. The average operation here encodes

the temporal information and can help the calculated EDM

more robust to noisy skeletons. Further, these three kinds of

gray EDM images are synthesized into a single color EDM

image as denoted in (2).

IRGB(i, j) = [Iini(i, j), Iavg(i, j), Iend(i, j)] (2)

With the proposed method, each human action can be

mapped to an RGB image that contains both the structure

Fig. 7. Variation curve of loss and testing accuracy during training

information and temporal information. These images are

feed into a CNN for action classification. We selected the

ResNet [18] to extract high-level features and learn the action

patterns. Using f denotes the function of the whole neural

network, the training process of the CNN is to find proper

parameters θ that has the highest accuracy of predicting the

action labels ŷ = f(I, θ).
In our application, we need to recognize particular actions:

eating fruit and touching/playing with socket. As the action

categories are relatively small, we trained our data together

with the Northwestern-UCLA dataset. This dataset contains

10 action categories: pick up with one hand, pick up with two

hands, drop trash, walk around, sit down, stand up, donning,

doffing, throw, carry. Totally, 1494 motion sequences are

collected from 3 different viewpoints. Our network is trained

with the cost function defined as the summation of cross-

entropy between training data and the model distribution and

parameter regularization, as given by:

L = −EI,y∼p̂data
log pmodel(y|I, θ) +R(θ) (3)

where E denotes the expectation, pmodel(y|I, θ) means the

distribution of the model and R(θ) is the regularization part

of trainable parameters. The training process is shown in

Fig. 7. The testing accuracy converged after about 3000

steps. To evaluate the proposed method, we compared the

performance of the proposed method with some state-of-the-

art methods based on the Northwestern-UCLA dataset, as

shown in Table I.

TABLE I

RESULTS ON NORTHWESTERN-UCLA DATASET(CROSS-VIEW

PROTOCOL[19])

Feature Method Accuracy(%)
Hand-crafted HOJ3D 2012[20] 54.50

LARP 2014[21] 74.20
TLDS 2018[22] 74.6

RNN HBRNN-L 2015[9] 78.52
TS-LSTM 2017[10] 89.22
Denoised-LSTM 2018[23] 80.25
Multi-task RNN 2018[24] 87.3

CNN Ours 86.13

As we can see from the Table I, our method achieved

a competitive accuracy compared with the state-of-the-art

methods. Though the performance of our method is not the

best among the reviewed methods, our method is quite simple

and efficient, which is critical for online action detection in
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real scenarios. The proposed method is strong in describing

the structure relationship of the human joints but weak to

present the temporal variation. However, compared with most

methods reviewed in Table I, our method still can achieve

a better performance, which verified the importance of the

body structure information in human action recognition.

V. DANGEROUS BEHAVIOR DETECTION

In our application scenario, we considered two kinds of

dangerous behavior that are likely performed by the child.

The first behavior is eating allergic food and the second

is touching/playing with electrical socket in the domestic

environment. These two behavior is common for young

children since they are lack of ability to control themselves

and curious about everything. To depict a behavior, three

factors are needed to be considered: the engaged objects,

human action, and the relationship between human and the

engaged objects. That is to say, a behavior can be defined as

(4), where O,A,R denote the engaged objects, human action

and the relationship between human and the engaged objects.

In the former sections, we have explored the problems of

object recognition and human action recognition.

B = (O,A,R) (4)

The training data used in human action recognition is well

trimmed. While in behavior detection, all the events happen

continuously. To solve this problem, we used a temporal

sliding window to select the frames that considered in one

detection step. Only the frames in the temporal window

are utilized for action recognition. The relationship between

human and the engaged objects is defined as the Euclidean

distance between the human hand and the engaged objects.

Based on these definitions, a behavior can be well described.

Take the behavior of eating allergic food for example, this

behavior can be defined as:

BEAF = (Oallergicfruit,Aeating, Dhand&O ≤ d) (5)

Within the temporal window T , if the three factors men-

tioned in (5) are detected, the behavior of eating allergic food

is detected.

VI. EXPERIMENTS IN THE REAL SCENARIOS

We test the behavior detection algorithm in our home

environment lab, as shown in Fig. 1. This lab is decorated

like an ordinary home as possible as we can. Some kinds of

fruit are put on the dining table and several power strips or

sockets are distributed beside the sofa, at the corner, behind

the table and on the wall above the TV stand. The child

is encouraged to walk freely and touch anything in the lab.

Mango is assumed to be the allergic food for the testers.

Considering the Kinect can run at a speed of 20 frames per

second in our application, the width of the temporal window

is selected as 3s which equivalent to 60 frames. The sliding

step of the temporal window is 0.5s, i.e., 10 frames. An

Alienware notebook with Intel i7 CPU, GTX 1060 GPU,

and 16 GB memory is used as the computation unit.

Fig. 8. Results of dangerous objects recognition

Fig. 9. Distribution of electrical sockets

A. Results of object recognition

At first, we test the performance of our child caring robot

in recognizing dangerous objects that are defined as mango

and electrical socket in our application scenarios. As shown

in Fig. 8, our robot can detect the dangerous objects stably

from different viewpoints, with different background, and

under different light conditions.

B. Detection of dangerous behavior

As eating mango is a relatively simple behavior, we choose

the behavior of touching/playing with socket to evaluate the

performance of our robot in detecting dangerous behaviors.

In the test, the home environment lab is divided into four

different regions and two or three electrical sockets are

placed in each region, as shown in Fig. 9. The tester is

required to touch each socket 5 times from different angles.

Thereby, occlusions happened from time to time. The success

rate of each region is recorded for different test subjects, as

shown in Table. II.

TABLE II

THE DETECTION RESULTS OF THE BEHIVOR OF PLAYING

WITH/TOUCHING SOCKET

Area subject 1 subject 2 subject 3 subject 4 average
1 75% 80% 80% 70% 76.25%
2 86.7% 67% 86.7% 93.3% 83.41%
3 70% 90% 50% 100% 77.5%
4 100% 90% 90% 80% 90%

average 82.93% 81.75% 76.68% 85.83% 81.8%

In our experiments, an overall success rate of 81.8% is

achieved. One of the reasons that the success rate fluctuate
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Fig. 10. Some successful detection samples of the dangerous behavior
performed by child

among different subjects is that we didn’t constrain the

touching angle.To make sure the behavior is performed

naturally, the tester is encouraged to touch the socket from

any angle they want. So in some cases, the electrical socket

is occluded seriously by the tester, which is a common

phenomenon when the service robot applied in our daily

life. Another reason that causes the detection failure is the

moving speed of the human. The Kinect cannot capture the

skeleton data when a person moves too fast. Without accurate

skeleton data, it’s hard for our robot to recognize the action

performed by human and the relationship between the human

and the engaged objects. Generally, a good performance is

achieved for the detection of dangerous behavior performed

by the child, which verified the effectiveness of our efforts

in solving problems of object recognition and human action

recognition in the highly dynamic home environment.

CONCLUSIONS

This paper presents a caring robot used for detecting

dangerous behavior performed by the child based on artificial

intelligent technologies. In particular, the methods for object

and human action recognition by using the convolutional

neural network are discussed. These different technologies

are combined together for the child’s behavior detection in

the real world. Although some decent performance has been

achieved, there are still many problems need to be solved

to bring a service robot to our daily life. For example, the

approach to keep tracking of human and achieve accurate

pose estimation in such a highly dynamic environment. De-

veloping a more robust algorithm to occlusion and viewpoint

variation is another problem that needs more efforts.
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